



































































Scientificcomputings May 2 2025
Announcements

Course Evaluations close Sunday morning

Homework 6 due tonight
Final exam assigned today due Fri May 9 11 59pm
I will have some office hours next week if

you have questions Not the normal times

Wed May 7 11am 12pm
ma ok amours

today Mont Fri
Backpropagation

Designing and Training NNs
930am 1030am

Cudahy 307
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Two more things in this topic

How does the previous example change with
batching

Adding in activation functions

Different topics

What do you do with the gradient
Moving foot is very simplistic
Incorporate momentum
These are called optimizers

How to structure a network for your particular task
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The values of the layers are matures instead of vectors So
d values are also matrices

d biases are then row sums of d values averaging
d weights is a matrix times a matrix more averaging






































































Activationfunctions

Easy derivatives that go between the layers

ReLUE 20

O 20

1 ignore
the discontinuity
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Activationfunctions

Easy derivatives that go between the layers
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Activationfunctions

Easy derivatives that go between the layers

Sigmoid O x
x

o

f g
on 1 oct

you can compute the derivative
of o x using only its value






































































EthanFunton

glz z

g z 1 g z

Another trick






































































Activationfunctions

Categorical Cross Entropy Loss classification

Softmahire's
a great trick here where we do

the softmax activation and then CCE loss in

as are big function instead of 2 and their

joint derivative is much nicer than the individual
ones

Details in the code and in the Networks

Francatch book








































































Layer Class






































































RelU Activation

Ingredients from layer
after

__

1 prev
gradient






































































Sigmoid Activation o o 1 0






































































Neural Network Training Loop

put neurons

Plenty more details we're skipping for now






































































Done

We know how to make a NN match the training
data a little bit better

Pass it all through in a forward pass

then compute the gradients going backward

Update weights biases based on those gradients

then repeat optimizers
c






































































Well one more thing minibatching

Usually you don't
send all the training data through

in are big batch

Shuffle the order of the data Then do forward
and backward passes of 640 or whatever inputoutput
pairs at a time until all have been used

Shuffle again and repeat

Faster less memory usage and often trains better

1 epoch is one pass through
the training data






































































IktDesigningandTrainingaNeuralNetwork
Decide on the structure of your network

How many hidden layers

How big they are

Which activation functions output layer will be
different

How
many inputs outputs

inputs for whatever data features you have
more on this later

outputs for whatever you're measuring






































































IlltDesigningandTrainingaNeuralNetwork
Decide on the structure of your network

How many hidden layers

How big they are

which activation functions output layer will be
different

How
many inputs outputs

inputs for whatever data features you have
more on this later

outputs for whatever you're measuring

9 How do you
know Intuition trial and error

general principles eg smaller last hidden layer






































































Iwestsplit
Use most of your data to train your network

Reserve some to test your network
A reasonable split is 80 train 20 test

Never use the test datafortrainingT shuffle your
data before
you split

If your NN is overfitting you'll see great low
loss on the training data but bad high loss

on the test set






































































Loss AccuracyRMSE_
Loss measure of how close actual output is to

expected output

Train Loss Test Loss

More interpretable to see if the NN is working on test
data

Classification Accuracy How many predicted classes the

one with the highestprob are

the right one

Regression Root Mean Squared Error Just the square
root of MSE Matches the units
of the output unlike MSE which
is scaled






































































Trainingloop

Epoch feed all training data through and learn from
it

Different ways Optimizers

11 Graddescent Feed through all training data in are big
batch backpropagate back update
weights and biases by L T

L learning rate
Smaller learning rates converge slower L to 01
but can end up at better results or 001

or 0001Sometimes smaller is worse






































































2 Stochastic Gradient Descent

Feed data through in batches mini batches and
update gradients in the same way

3 Adam Optimizer
Adaptive Momentum

Has momentum

Adjusts the learning rate of each weight bias dynamically

Very good and fast






































































Trainingloop

Epoch feed all training data through and learn from
it






































































Trainingloop

Epoch feed all training data through and learn from
it






































































Defines
digits

2 MNIST fashion
Classification

3 Bike rental Regression

4 Diabetes 2

Has themostcomments

To run them you
need to be in the network classes and demos

folder and run a command like

python3.13 m demos muist digits demo monist digits

folder file






































































Defines
digits

2 MNIST fashion
Classification

3 Bike rental Regression

4 Diabetes 2

Has themostcomments

You should feel free to discuss the demos with an LLM

Paste in the code and ask what are the lines doing






































































1 MNIST digits

demo

how we're using the classes we built
how the train function works

2 Fashion MNIST

harder






































































3 Bike sharing there is a bike share explanation and
markdown file

Data from a bike rental service in Washington D.C

Date Time rentals per day
Season registered casual
Holiday
Workday
Weather
Temperature

Feels like temp

Humidity
Wind Speed






































































3 Bike sharing there is a bike share explanation and
markdown file

Data from a bike rental service in Washington D.C

How do we set these up as numerical inputs

All inputs should be in the range E 1 1 or at least close







































































3 Bike sharing there is a bike share explanation and
markdown file

Data from a bike rental service in Washington D.C

Some data is already numeric takes values in a range

Scale data down into the range 1,1

Option 1 Scale it linearly
Option 2 Scale by

Ig

scale output too just make
sure you unscale when
looking at your predictions

redundant
output later























































































































































































































































































































































3 Bike sharing bike share explanation.md

Demo

There are some numpy parts that look
complicated but are doing simple things Use

Claude or ChatGPT as your coach



4 Diabetes prediction

Demo investigate and run on your own

diabetes explanation.md



You now have all the fundamental knowledge of how

Neural Networks work

There are many more things to learn about them

Ex Specialized networks for some kinds of tasks

Convolutional Neural Networks Grid Data like
images

Graph Neural Networks Drug Design

Ex Preventing overfitting which is when the NN

mazes the training data in a way that
doesn't extrapolate to the test data



Ex Preventing overfitting which is when the NN

mazes the training data in a way that
doesn't extrapolate to the test data

Use a smaller network

Dropout each training loop randomly turn off 20 of

neurons they don't pass data forward and
don't get adjusted by gradient descent

Regularization Try to stop the weights from getting
too big 2,5 10 etc

Adds a component to the loss function
to penalize for big weights
















































