



































































Scientificcomputings
April 11 2025

Announcements

Homework 5 due Fri Apr 18 11 59pm

No class Fri Apr 18 Man Apr 21 Easter Break

Effectors
Lday Mont Fri

Intro to Neural Networks 930am 1030am

Cudahy 307






































































What is a neural network

A fancy function defined in the following way






































































Example A NN that takes 2 inputs and has 1 output
f un Z

n
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Example A NN that takes 2 inputs and has 1 output
f un z

U

Z
V






































































Example A NN that takes 2 inputs and has 1 output
f un Z

U

Z
V

each circle is a neuron






































































Example A NN that takes 2 inputs and has 1 output
f un Z

U

Z
V

output

input layer

layer A NN can have

Fflayershidden layers and they can be

any size






































































Example A NN that takes 2 inputs and has 1 output

real s
decimals

f un z

t

y Z

Every edge between neurons has a real

attached to it called its weight






































































Example A NN that takes 2 inputs and has 1 output
f un z

0.1
c

U
0.3

on

V 0.2 i Z

Gg

i

I'm using s to 1 decimal place for simplicity but
typically the are full floating point s






































































Example A NN that takes 2 inputs and has 1 output
f un z

0.1
ic

U
0.3

0.4

i

To 0.2

0.2 i Z

Gg
0.1 i

0.8

Every neuron except the input layer has a

attached to it called its bias






































































Example A NN that takes 2 inputs and has 1 output
f un z

0.1
ic

U
0.3

0.4

i

To 0.2

0.2 i Z

Gg
0.1 i

0.8

The s u and v get fed forward to
the neurons in the next layer






































































Example A NN that takes 2 inputs and has 1 output
f un z

0.1
0 7

0.4
0.3

0.1

i

on

0.7 0.2 i Z

Gg
0.1 i

0.8

To calculate the value for a neuron we multiply the value
of each connected neuron from the last layer by the
weight of the connection add these all up and add the bias






































































Example A NN that takes 2 inputs and has 1 output
f un z
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Example A NN that takes 2 inputs and has 1 output
f un z
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Example A NN that takes 2 inputs and has 1 output
f un z
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Example A NN that takes 2 inputs and has 1 output
f un z

0.70.1
0.4
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Example A NN that takes 2 inputs and has 1 output
f un z
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Then the neurons from the first hidden layer feed forward

to the next hidden layer






































































Example A NN that takes 2 inputs and has 1 output
f un z

on 0.7
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Example A NN that takes 2 inputs and has 1 output
f un z
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Example A NN that takes 2 inputs and has 1 output
f un z

0.3
0.1 0.7

0.724
0.4

0.3
0.1

0.4
9 97 0.39

0
01

0 1 0.2 0.037 0.8

0.7 0.2 10 05 0.3
Z

0.24 ax 05 0.2

0.1 0.598

0.7
0.58

0.8






































































Example A NN that takes 2 inputs and has 1 output
f un z
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Example A NN that takes 2 inputs and has 1 output
f un z
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So for this particular neural network with these weights and
biases the inputs 0.4 0.7 produce output 0.601

f 0.4 0 7 0.601






































































Example A NN that takes 2 inputs and has 1 output
f un z

n 0.601

0.7

So for this particular neural network with these weights and
biases the inputs 0.4 0.7 produce output 0.601






































































NNs can have any of layers
The layers can have any of neurons in them

If every neuron in a layer is connected to every
neuron in the next layer then the network is

fulynnected

But we're missing a really key component so far

































































I want war b
4 Want war be

a

wisht WzzVtbz
Yr

I tw24vtbyE If

63

1

by
xp Ital G

y mm mn g a

X We X2Wzz 43West Xuiwzy v

b batb by
attains

As we've built them NNs are still just big linear functions

so this is no better than linear regression






































































The problem is even more obvious when there's

only one input and one output

0 I

0 1.0 0.3
08

0.2 95

0.6 1.0
y0.7

92
03

of
0.7

0.5 0.5

y 0.026 0.25

Just a line defined in a

complicated way






































































0 I

0 1.0 0.3
08

0.2 95

0.6 1.0
y0.7

0.30
x go.at of

0.7

0.3

y 0.026 0.25

Understanding check Let's feed

fog

7 422

A 0.21 0.3 1.0 1.06
A D B 0 6 0.3 1.0 1.18

0 1.00.3
0.8

0.2 5
0 7 0.3 0.5 0.29

0.6
B E 0

Y D 0.244
0.30

x go of
0.7 E 1.001

c 0.3 F 0.079

0.5 0.5 Y 0.2422






































































0 I

0 1.0 0.3
08

0.2 95

0.6 1.0
y0.7

0
x go on

03
of

0.7

0.3

y 0.026 0.25
0.5 0.5

Understanding check

X is the input variable it changes

y is the output variable it changes as changes

The weights and biases stay fixed They are what

define this particular function like m and b in

a line y mx b If we change them that's a

different NN






































































Activationfunctions

In order to make NNs capable of representing
non linear functions we pass the output of each
neuron through an activation function before

passing it on to the next layer

The activation functions themselves are non linear

AF1 step Function old school not used often anymore

f x 1 if so my

0 if so
1

too
With this AF each neuron only
outputs 0 or 1 not

any decimal

off or ont






































































no activation
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no activation
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step function

a
106 1 01 0.3 1

1.0 0.3
08

0.2 s

10.1
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0
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08

07
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We can also add the AF to the output neuron but
usually the output layer is treated differently
depending on our goal






































































AF2 Sigmoid

A problem with the step function is

that it throws away a lot of information

f 0.001 f 100

Sigmoid f x x

More gentle and
not as lossy

Not used much anymore






































































With sigmoid activation
0.14 0.51

1.06 0.1 0.06
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AF 3 Hyperbolic Tangent tanh

fix

e
a bit like sigmoid
but can be
negative






































































With tank activation

0.78 10.27
1.06 0.1

0.28

0 1.0 0.3
8

0.2 95

0.3 0.6 1.18
020.1

0.81
0167

1.0 0.025
0.7

1.0 03 0.70
x it op 08

0.29
1 0.3 0.24

0.5 0.5






































































AF 4 Rectified Linear Unit RelU

if 20fix
if co

7

11 Neuron is on if
20 and keeps its

1 value and off if
O and returns

no value






































































With ReLU activation
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FeedforwardDemI
Different activation functions

Graphs on each neuron




















































Now we understand how inputs into the neural

network are converted into outputs

Revisiting MNIST

28 28
pixel

Fits

f el

layers
output

digit

Actually it's better to do the output differently



0

784 output
inputs neuron

i
hidden

layers
represents

how confident
8 we are that

a the input

digit is i

This is a classification problem We are deciding
which category the input belongs to More on this

later



LinearAlgebra

You
may

have noticed that the operations done during

the forward pass feel like dot products and matrix
multiplications

This is why GPUs work so well with NNs

Let's explore

Useful to us we'll use a python

package called humpy



Think of each layer as a vector of values

1 Eo.co

How is each layer computed from the previous one
Make matrices for the weights between each layer and
vectors for the biases

0.4
0

a
0.724

M

10

1 0.8
0390

0.4
b

0.7

02 0.037 0.8
ggoof 0.24

3 05 0.2
0.1 0.598

058 0.7

0.8



Rearrange ignoring activation
functions

0.71 7 039
0.24

0.58

0.1 0.8
0 0.724

0.3 0.1 0390

1 or 0.037 0.8

0.7 0.2 0.7
0.601

0.24
03 05 0.2

0.5 0.6 0598

0.58 0.7

0.8


























































